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Distributed Coverage Estimation and Control
for Multirobot Persistent Tasks
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Abstract—In this paper, we address the problem of persistently
covering an environment with a group of mobile robots. In contrast
to traditional coverage, in our scenario the coverage level of the
environment is always changing. For this reason, the robots have
to continually move to maintain a desired coverage level. In this
context, our contribution is a complete approach to the problem,
including distributed estimation of the coverage and control of the
motion of the robots. First, we present an algorithm that allows
every robot to estimate the global coverage function only with local
information. We pay special attention to the characterization of
the algorithm, establishing bounds on the estimation error, and we
demonstrate that the algorithm guarantees a perfect estimation in
particular areas. Second, we introduce a new function to determine
the possible improvement of the coverage at each point of the
environment. Upon this metric, we build a motion control strategy
that drives the robots to the points of the highest improvement while
following the direction of the gradient of the function. Finally, we
simulate the proposal to test its correctness and performance.

Index Terms—Distributed systems, multi-robot systems,
persistent coverage.

I. INTRODUCTION

R ECENT advances in mobile robotics and an increasing
development of affordable autonomous robots have mo-

tivated an extensive research in multirobot systems. A partic-
ularly interesting problem is the coverage problem, that aims
to cover a given environment with a team of robotic agents.
This problem is of special interest in many applications such
as vacuuming [1], cleaning a place where dust is continuously
settling [2], lawn mowing [3], or environmental monitoring [4],
[5]. More recently, the apparition of useful unmanned aerial ve-
hicles (UAVs) has encouraged the application of the coverage
problem to surveillance and monitoring [6].

The approaches to the coverage problem can be classified
into three different categories, static, dynamic, and persistent

Manuscript received December 23, 2015; revised May 15, 2016; accepted
July 15, 2016. Date of publication October 20, 2016; date of current version
December 2, 2016. This paper was recommended for publication by Associate
Editor P. Robuffo Giordano and Editor T. Murphey upon evaluation of the re-
viewers’ comments. This work was supported in part by the projects RTC-2014-
1847-6 of Retos-Colaboración and DPI2015-69376-R (MINECO/FEDER),
CUD2013-05 and in part by a Gobierno de Aragón Scholarship C076/2014,
partially funded by European Social Fund.
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coverage. Nonetheless, they are closely related. In many cases,
the same problem can be stated as the three of them depending
on the objective, solutions can be extended from one approach
to the others with slight adaptations, and most of the tools are
useful for all of them. In the first place, the static coverage or
deployment problem seeks to determine the optimal positions of
a group of robots to cover an environment. This approach [7], [8]
is based on the locational-optimization theory, whose objective
is to allocate resources in an area according to a fixed criterion,
e.g., mail boxes in a city [9]. The second approach is dynamic
coverage, in which the robots must cover the entire environment
at least once or until a desired coverage level is reached to
consider the task finished. Typically, the goal of this approach
is to minimize the time and energy consumption needed to
complete the task [10], [11].

The last approach is the persistent coverage problem, in which
this paper focuses. The aim of persistent coverage is to main-
tain a desired coverage level over the environment. Persistent
coverage differs from static and dynamic coverage in that the
coverage of the environment persistently decays and the robots
have to continually move to maintain the desired level, i.e.,
it requires repetition and redundant actions. Therefore, in this
case, the task can generally never be completed. Note that static
and dynamic coverage may need to be repeated or maintained
if the environment changes and, thus, become persistent static
coverage and persistent coverage, respectively.

From a practical point of view, the coverage level can be seen
as a physical quantity such as the temperature while heating a
place or the level of water while watering crops. These magni-
tudes deteriorate over time due to physical phenomena such as
cooling or evaporation. It can also be seen as the quality of a
measurement and, in this sense, persistent coverage is often ad-
dressed as persistent surveillance or environmental monitoring,
especially with UAVs [6]. The problem is also strictly related
to the patrolling problem [12]–[14], although patrolling may
require awareness of the behavior of adversaries as in [15].

The solutions to the persistent coverage problem intend to
derive results which are applicable for infinite time. Hokayem
et al. [16] have the objective of revisiting every point periodi-
cally. However, they do not consider explicitly a decay of the
coverage. The approach from [17] considers a decay, called
awareness, and only requires full awareness in some points
while revisiting all points periodically. An optimal control so-
lution is presented in [18] to minimize the uncertainty in a one-
dimensional field. This uncertainty increases constantly with
time and is reduced over the range of the sensors. An optimal
solution is also found for the discretized problem in [19] using
a Branch-and-Bound algorithm. In [20], the objective of a team
of UAVs is to minimize the maximum time between visits to all
cells of the environment. This type of solutions are also derived
for the patrolling problem. In [14], a Voronoi partition is used to
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partition the environment and each agent follows goals to cover
its own region.

Other solutions are focused on computing the trajectories
which robots follow [12], [13]. These paths can be used to com-
pute a speed controller to keep the coverage level within desired
limits [21]. With the objective of finding optimal closed paths,
Rapidly-exploring Random Trees are used in [22] to sense a
dynamic Gaussian random field of the environment that evolves
over time. Soltero et al. in [23] develop an online adaptive path
planning algorithm based on gradient descent of a Voronoi-
based cost function that simultaneously allows the robots to
explore the regions of interest in an unknown environment and
to calculate their paths. In [24], Lin et al. address the problem
of their previous work [18] in a two-dimensional space and for-
mulate a parametric optimization to determine a set of elliptical
trajectories for the robots. Alamdari et al. [25] plan paths inside
the graph of regions of interest to minimize the time between
visits.

Since planning optimal trajectories usually requires the so-
lution of an intractable dynamic program (DP), other works
compute suboptimal paths. In [26], a gradient descent method
together with a centralized assignment of objectives is proposed
and a variable coverage action is introduced. Hubel et al. [27]
tackle a similar problem in which the coverage reaches an upper
bound on the objective and the interest of the environment varies
with time. In [28], they solve approximately over a finite-time
horizon the DP, whose optimization criterion is the minimum
uncertainty of a field estimate.

A typical assumption in the approaches to the coverage prob-
lem is the exact knowledge of the coverage levels of the whole
environment that permits the calculation of the motion of the
robots. One alternative to collect this information is to commu-
nicate each production or measurement of every robot through
the network labeled with a robot identifier and a time stamp.
Then each robot is capable of retrieving the actual coverage
map using all the received information. However, this infor-
mation exchange can be challenging when dealing with large
environments, large and changing robotic networks or when the
team of robots has limited communication capabilities. There-
fore, distributed estimation strategies where the information is
synthesized instead of accumulated become more appropriate
for this problem. In terms of estimation, in [29], the environment
is parameterized by a set of basic functions, which are estimated
by using a continuous-time PI-consensus algorithm [30]. A dis-
tributed interpolation scheme is used in [31] with a Kalman-like
formulation and compression of the data. Although their per-
formance is good, these approaches do not take into account
how the actions of the robots modify the coverage level of the
different areas of the environment.

A. Contributions

In this paper, we address the persistent coverage problem
in which the coverage level of the environment decreases over
time and the robots are capable of increasing it as in heating or
watering applications. We propose a solution with a distributed
robotic network that presents the following main contributions:

Our first contribution is an algorithm to estimate the coverage
of the environment using only local information. The algorithm
is based on distributed max-consensus combined with additive
inputs given by the actions of the robots. Although we do not
consider delays, noise or uncertainties in the parameters, we

use the term estimation as in deterministic problems of control
theory such as state observers [32]. We provide bounds on the
estimation error of the robots for any point of the environment
and characterize the set of allowable actions that ensure that
each robot maintains a perfect estimation within a certain area,
that we call reachable area. Moreover, we characterize the area
in which there is no estimation error for any possible action. The
main contributions and additions with respect to the preliminary
version of this part of the work that appeared in [33] are the
following:

1) A deeper revision of the state of the art is presented.
2) Regarding the estimation algorithm, we extend the results

to the reachable area of the robots that is larger than the
zero-error area.

3) In this paper, we include several proofs that do not appear
in [33], specifically the proofs of Lemmas IV.1 to IV.3.

4) In the simulation part, we report more rigorous and de-
tailed results, including the influence of the parameters.

The second contribution is a distributed strategy to control
the motion of the robots that combine a goal-oriented term
and a gradient term. Both terms are based on a new metric,
called Improvement Function. This metric characterizes how
profitable it is in terms of coverage to locate a robot at a spe-
cific position. Upon this metric, we build an algorithm that
allows each robot to locally determine the goals that it has to
follow as the points with the highest improvement value. The
goal-oriented term that we propose drives the robots to these
goals while following the direction of the gradient of the Im-
provement Function from the other term. This avoids revisiting
well-covered areas and drives the trajectories through uncovered
areas. The proposed motion control law, even though it is based
on heuristics, addresses an NP-hard problem, is fully distributed,
accounts for the quality of the estimation and shows good
performance.

The remainder of the paper is structured as follows: Section II
presents a discrete-time formulation of the persistent coverage
problem. The description of the algorithm for the local map
update is in Section III. The behavior of the algorithm is char-
acterized in Section IV. Section V introduces the motion law
to control the movement of the robots. The performance of
the whole approach is analyzed in simulations in Section VI.
Section VII gathers the conclusion of this paper. Finally, in or-
der to facilitate the reading, the proofs of most theoretical results
are in the appendices of the paper.

II. PROBLEM FORMULATION

To formulate the problem of persistently covering an environ-
ment with a team of robotic agents, we develop the formulation
in discrete time due to the fact that a distributed system requires
discrete communications.

Let Q ⊂ R2 be a bounded environment which a team of
robots has to persistently cover. The team consists of N ∈ N
mobile robots. We assume that they are holonomic:

pi(k) = pi(k − 1) + ui(k − 1)

where pi(k) ∈ Q is the position of robot i at time k ≥ 1 with
i ∈ {1, . . . , N}. The maximum distance that a robot can move
in one step is umax , i.e., ‖ui(k)‖ ≤ umax .

The robots form a network defined by a communication graph
Gcom(k) =

(
V (k), E(k)

)
. The vertices V (k) of the graph are

the positions pi(k) of the robots. To define the edges E(k),
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we let rcom > 0 be the communication radius, the maximum
distance between two robots at which they can communicate.
We assume it constant and equal for all the robots. With this
radius, an edge (i, j) ∈ E(k) if ‖pi(k) − pj (k)‖ ≤ rcom. Ad-
ditionally, Ni(k) = {j ∈ {1, . . . , N} | (i, j) ∈ E(k)} are the
neighbors of robot i at instant k.

Depending on the motion of the robots, the communication
graph could end up being disconnected. In this paper, we assume
that this is not the case, and we assume that it remains connected
at all times even though the graph topology can change over
time. This could be achieved, for example, by including in the
motion of the robots connectivity constraints such as [34] and
[35]. Nevertheless, a more relaxed assumption such as periodic
joint connectivity [36], [37] could be made, where the union
of the disconnected communication graphs would become con-
nected at most every T instants.

The communication in the network is considered synchronous
and not affected by delays or noise, assuming this can be pro-
vided by a synchronizer [38]. Moreover, the presence of ob-
stacles does not affect the communication capabilities of the
network, i.e., two robots keep in communication even if there is
an obstacle between them.

The coverage of the environment is modeled with a time-
varying field, Z(q, k), which we call coverage function or global
map indistinctly. This field represents a physical quantity in per-
sistent coverage applications, such as temperature while heating
a building or level of water in a field or in flowerpots while wa-
tering. The aim of the robotic team is to maintain a desired
coverage level, Z∗(q) > 0, ∀q ∈ Q. We will alternatively re-
fer to this function as an objective map.

To reach this aim, the robots are able to generate an increase
on the coverage level at each time instant. Depending on their
position, pi(k), each robot has a coverage area, Ωi

(
pi(k)

)

⊆ Q, which is bounded by a circle of radius rcov
i centered at

pi(k), although it is not necessarily circular, convex, or equal
for all the robots. In this area, a robot increases the value of
the coverage by αi

(
q,pi(k)

)
> 0, which we call production.

For the rest of the points of the environment, i.e., the ones that
are not covered by robot i, we consider that αi

(
q,pi(k)

)
= 0.

From now on, we will denote Ωi(k) ≡ Ωi

(
pi(k)

)
, αi(k) ≡

αi

(
q,pi(k)

)
and α(k) ≡

∑
i∈{1,...,N } αi(k).

On the other hand, as time goes by, the coverage level of a
given point decreases according to a constant decay gain d(q),
with 0 < d(q) < 1. Thus, the coverage function at time k is

Z(q, k) = d(q)Z(q, k − 1) + α(k). (1)

For clarity, in the rest of the paper, we omit the dependency
of q unless it is strictly necessary, i.e., Z(q, k) ≡ Z(k) or
Z∗(q) ≡ Z∗. Note that the coverage level of the environment is
bounded by 0 ≤ Z(k) ≤ max α(k)/(1 − d). This definition of
the evolution of the coverage is suitable for applications such
as heating a place or watering crops. It differs from alternative
formulations as in [21], where the coverage level increases over
time and is decreased by the robots.

It is clear that any control policy that aims to make Z(k) equal
to Z∗ will consider the coverage level in the design of the inputs
of the robots. However, in (1), we observe that the value of Z(k)
depends on the coverage actions of all the robots. This represents
an obstacle in a distributed scenario, where a robot may not
be in direct communication with all the others and may only

Algorithm 1: Local Map Update.
1: – Step 1:
2: Calculate map-to-communicate Zcom

i (k), (2).
3: Communicate map to neighbors.
4: Update local map Z−

i (k), (3).
5: – Step 2:
6: Extract overlapped production βi

(
q,pi(k)

)
, (4).

7: Communicate regions to neighbors.
8: Update local map Zi(k), (5).

have partial information of the environment. For this reason, a
distributed approach to the persistent coverage problem requires
every robot to have an estimation of the coverage function of
the entire environment as well as a control policy aware of it.

III. LOCAL ESTIMATION OF THE COVERAGE

In order to allow each robot to have an accurate estimate of the
coverage field we introduce a distributed estimation algorithm
that only uses information provided by direct neighbors in the
communication graph.

Assumption III.1: We assume that robots with overlapping
coverage areas can communicate, i.e., rcom > 2rcov

max , where
rcov
max = maxi∈{1,...,N } rcov

i .
The local estimation of the coverage function of each robot

is Zi(q, k), that we call local map. Each robot updates its local
map using the information received from its current neighbors,
which may include the local map and, in some cases, the cov-
erage function of the neighboring robots. Before presenting our
updating algorithm, let us introduce an assumption referring to
the initial estimation.

Assumption III.2: We assume that at the initial time, the
robots know the actual coverage level, i.e., the estimation of
every robot is correct: Zi(0) = Z(0), ∀q ∈ Q.

Now we present in Algorithm 1 our two-step updating strategy
along with an illustrating example in Fig. 1. In this example, we
have the global coverage map Z(k) in Fig. 1(a) and we refer to
the estimation of robot 1.

The intuitive idea of this algorithm is the following: we ex-
tract in Step 1 the additions that the neighbors have already gath-
ered, both from their productions and from other robots, and we
take into account the overlappings to correct the estimation in
Step 2. In fact, the objective of this update is to keep the esti-
mation as close to the actual value as possible without overesti-
mating it.

In the first step, at each communication time, k, each robot
generates its map-to-communicate, Zcom

i (k) (Fig. 1(b) in exam-
ple), as the map of the previous time instant with its decay plus
its current production

Zcom
i (k) = dZi(k − 1) + αi(k) (2)

where we assume that the decay rate is known by the robots.
Note that at time k each robot includes the production of the
same time instant k. Therefore, there is no delay or offset in the
estimation.

Each robot sends its map-to-communicate to its neighbors
and receives their maps. With this information, the first step
of the update is performed dividing the map into two parts: the
coverage area, Ωi(k), and the rest of the map. The robot updates
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Fig. 1. Example of the estimation algorithm at time k. (a) Global coverage map, Z(k). The coverage area of robot 1 is represented with a dashed yellow
circumference and its communication area with a dash-dotted one. (b) Map-to-communicate of robot 1, Z com

1 (k). (c) Map calculated by robot 1 in the first update
step, Z−

1 (k). (d) Estimation of the coverage map of robot 1, Z1 (k). The orange areas coincide with the overlapped productions of the robots, βi (k).

each region separately according to

Z−
i (k) = Zcom

i (k) +
∑

j∈Ni (k)

max
(
Zcom

j (k)

− dZi(k − 1), 0
)
, ∀q ∈ Ωi(k) (3a)

Z−
i (k) = max

j∈Ni (k)

(
dZi(k − 1), Zcom

j (k)
)
, ∀q /∈ Ωi(k). (3b)

For the update (3a) robot i adds its map-to-communicate (2) to
the contributions of its neighbors. The contribution of a neighbor
j can be calculated as the difference Zcom

j (k) − dZi(k − 1),
as the orange area of Fig. 1(c). To prevent this difference from
being negative, we use the maximum function. This may happen
when the estimation of robot j is smaller than the estimation of
robot i as in the following situation. Let robot i be overlapped
with a robot � that is not a neighbor of robot j, i.e., j, � ∈ Ni(k)
and j /∈ N�(k) ⇔ � /∈ Nj (k). The estimation Zcom

j (k) may be
lower than dZi(k − 1) in the overlapping region Ωi(k) ∩ Ω�(k)
since the production of robot � at time k is not available to robot
j. This would happen to the estimation of robot 2 in Fig. 1(a)
at the next iteration. It would be overlapped with robot 1 and in
direct communication with robot 6, while 1 and 6 would not be
neighbors.

In the second part of the local map update (3b), each robot
updates its local map outside its coverage area, q /∈ Ωi(k), as
the maximum of the received values and its own. Such value cor-
responds to the latest information of this robot or its neighbors.
This update underestimates the coverage level when two or more
neighbors are overlapping outside the coverage area of a robot
as in Fig. 1(c). In that situation only the highest contribution is
considered and not the addition of all of them.

To counteract this error, a second updating step is executed.
At first, each robot extracts the region of its coverage area that
is overlapped with the one of another robot, and then sends its
coverage function in this region to its neighbors

βi(k) ≡ βi

(
q,pi(k)

)
= αi

(
q,pi(k)

)
, ∀q ∈ Ωo

i (k) (4)

where Ωo
i (k) =

{
q ∈ Ωi(k) ∩ Ωj (k) | j ∈ Ni(k)

}
is the over-

lapped area of robot i with its neighbors. Robot i deter-
mines its own overlapped area as Ωi(k) ∩ Ωj (k) =

{
q ∈

Ωi(k) |Zcom
j (k) − dZi(k − 1) > 0

}
, ∀j ∈ Ni(k).

The robots exchange the overlapped productions with their
neighbors and, with the received ones, they perform the final

update

Zi(k)=

⎧
⎪⎨

⎪⎩

Z−
i (k), ∀q∈Ωi(k)

Z−
i (k)− max

j∈Ni (k)
βj (k)+

∑

j∈Ni (k)

βj (k), ∀q /∈Ωi(k).

(5)

This final step adds the contributions that are not considered in
the first and ends the estimation, as shown in Fig. 1(d).

Note that our local map updating strategy from Algorithm 1
satisfies the following property:

Zi(k) ≥ dZi(k − 1), ∀q ∈ Q. (6)

Also note that the presence of obstacles or a nonconvex envi-
ronment would not affect the estimation algorithm according to
the communication policy.

Our algorithm permits that each robot locally decide which
points of its own production are of interest and discards the rest
in a communication-effective solution. Nevertheless, slightly
different rules could be applied to estimate the coverage but,
in that case, different information should be exchanged. For in-
stance, another estimation strategy could exchange the coverage
αi and forward the received αj . However, this alternative would
require a trace of which productions have been included and
forwarded, several communication rounds at each iteration and
an increased communication expense.

IV. CHARACTERIZATION OF THE ESTIMATION

We characterize now the accuracy of the estimation using our
algorithm. In the first place, we determine the allowable actions
of each robot in order to guarantee that the estimation is equal
to the global map inside what we call the zero-error area and the
reachable area of the robots. Next, we delimit the areas in which
a correct estimation is guaranteed regardless of the movement of
the robots. Finally, we establish bounds to the estimation error
in all the points of the environment.

Let us begin defining the zero-error area of robot
i, Ωz

i (k) =
{
q ∈ Q | ‖q − pi(k)‖ < rcom − rcov

max
}

, that con-
tains the points in which our algorithm guarantees a correct
estimation. These are the points of the environment that can be
covered by another robot only if it is a neighbor of i at each
time. In Fig. 2, an illustrative example of this area is shown.

We also define the reachable area of robot i, Ωr
i (k),

that comprises the points of the environment that can
be reached by the zero-error area with the action calcu-
lated at time k, Ωr

i (k) =
{
q ∈ Q | ‖q − pi(k)‖ < rcom − rcov

max
+ umax

i (k)
}
, where umax

i (k) is the maximum action of robot i.
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Fig. 2. Example of zero-error area (red) for the robot depicted in yellow.

Let us introduce now some useful results in the following
lemmas to demonstrate the correctness of the estimation in these
points in Theorem IV.4. First, we prove that a correct estimation
at a time k − 1 in Ωr

i (k − 1) leads to a bounded estimation in
all the environment at time k and also to a correct estimation
in Ωz

i (k) so that the update of the algorithm does not introduce
an error in the current zero-error area.

Lemma IV.1: For any iteration k, consider that at the previous
iteration the estimation of the coverage map of a robot i is equal
to the global coverage map inside its reachable area

Zi(k − 1) = Z(k − 1) ∀q ∈ Ωr
i (k − 1). (7)

Then the execution of Algorithm 1 leads to a bounded estimation
in all the environment, Zi(k) ≤ Z(k) ∀q ∈ Q, and does not
introduce an error in the estimation inside the zero-error area,
Zi(k) = Z(k) ∀q ∈ Ωz

i (k).
Proof: See Appendix A. �
Next, we prove that the estimation at a particular time

takes into account all the productions from at least N − 1
instants before. To do so, we denote the diameter of the
communication graph as diam

(
Gcom(k)

)
that is bounded by

1 ≤ diam
(
Gcom(k)

)
≤ N − 1. Thus, the maximum time that

the production of a robot needs to propagate through the entire
network is equal to the number of robots minus one.

Lemma IV.2: Consider that for any iteration k − N , the es-
timation of the coverage map of all robots is equal to the global
coverage map inside their reachable area, Zi(k − N) = Z(k
− N) ∀q ∈ Ωr

i (k − N). Then, according to Algorithm 1, the
production of the robots developed at time instant k − N + 1,
i.e., α(k − N + 1), does not induce an error in the estimation
of the coverage at time k, i.e., in Zi(k), i ∈ {1, . . . , N}.

Proof: See Appendix B. �
The third result establishes bounds in the motion of each

robot in order to assure that its zero-error area does not reach
the production of other robots which were not its neighbors at
the previous time.

Lemma IV.3: Let Ωρ
i (k) be a circle of center pi(k) and ra-

dius ρi(k) − rcov
max . ρi(k) = minj,� ‖pi(k) − pj (�)‖, with j /∈

Ni(k) and � > 0, � ∈ {k − N + 1, . . . , k}, is the minimum dis-
tance from the current position of robot i to any of the last N − 1
positions of other robots j that are not neighbors of i at iteration
k. If the motion of robot i at time k satisfies that

‖ui(k)‖ ≤ umax
i (k) = min

(
umax , ρi(k) − rcom

)
(8)

then αj (�) = 0 ∀q ∈ Ωr
i (k), with j /∈ Ni(k) and � > 0, � ∈

{k − N + 1, . . . , k}.
Proof: See Appendix C. �
In practice, the restriction that the previous lemma establishes

on ‖ui(k)‖ may be stronger than needed, since the direction of
the movement may direct the robot to a place with no possible
error, while the module of the action restricts such movement.
Therefore, this restriction should only be applied depending on
the direction of the motion.

These results allow us to introduce the theorem that guaran-
tees a perfect estimation of the coverage in the reachable area
of the robots at every time. This theorem proves the hypothesis
of Lemmas IV.2 and IV.1.

Theorem IV.4: If Assumptions III.1 and III.2 hold and the
motion of the robots satisfies (8), then, according to Algorithm 1,
the local map is equal to the global coverage map at time instant
k inside the reachable area of the robot, Zi(k) = Z(k), ∀q ∈
Ωr

i (k).
Proof: See Appendix D. �
We can now extend the area in which a robot has no esti-

mation error at each time depending on the positions of the
non-neighbors.

Corollary IV.5: Considering the same as in Theorem IV.4,
the local estimation of the coverage map of any robot i is equal
to the global map insideΩρ

i (k), Zi(k) = Z(k), ∀q ∈ Ωρ
i (k).

Proof: The same proof as for Theorem IV.4 can be applied
here using Ωρ

i (k) instead of Ωr
i (k). �

The previous results guarantee a zero estimation error in a
region that depends on the positions of the robots that are not
neighbors, m /∈ Ni(k), at each time k. However, in a distributed
approach, a robot does not know such positions. Regardless of
the motion of the robot and the positions of the other robots
there is a region, presented in the following theorem, in which
zero error is guaranteed.

Theorem IV.6: Let r∗z =rcom−rcov
max−(N − 1)umax . Then, if

Assumptions III.1 and III.2 hold, Algorithm 1 guarantees that
Zi(k) = Z(k), ∀q ∈ Q | ‖pi(k) − q‖ < r∗z .

Proof: See Appendix E. �
Finally, we set bounds to the estimation error in all points.
Theorem IV.7: Consider that Assumptions III.1 and III.2

hold. Also consider that the maximum value of the produc-
tion function of every robot is P = maxi∈{1...,N } αi(k). Then,
according to Algorithm 1, the error of the local estimation of
the coverage map for all k > 0 is bounded by

0 ≤ Z(k) − Zi(k) ≤ P (N − 1)
1 − dN

1 − d
. (9)

Proof: See Appendix F. �
The bound in (9) can also be modified to take into account

disconnected networks under the standard assumption of peri-
odic joint connectivity [39], which supposes the union of the
disconnected communication graphs from a connected one at
most every T instants.

Remark IV.8: Consider the same as in Theorem IV.7 and
also consider periodic joint connectivity of the network. Then,
according to Algorithm 1, the error of the local estimation of
the coverage map for all k > 0 is bounded by

0 ≤ Z(k) − Zi(k) ≤ P (N − 1)
1 − dT N

1 − d
.
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V. MOTION CONTROL

Finding the optimal actions in a coverage problem is NP-
hard [21] and, thus, we propose a heuristic strategy to control the
motion of the robots that makes use of our distributed estimation
algorithm.

To build this solution, we introduce a new metric that charac-
terizes how profitable it is to locate a robot at a specific position
in terms of the coverage level. We call this metric Improve-
ment Function. Then we divide the environment using a dis-
tributed Voronoi partition that provides each robot with a safe
region where there is no interference with other robots. Inside
this region, each robot can safely determine the goal that leads
its movement as the maximum of the Improvement Function.
Finally, their motion is guided by a control law combining a
gradient-based and a goal-oriented action.

A. Improvement Function

An approach to control the motion of the robots is to define
goals to which the robots must move. These goals could be se-
lected randomly according to a sampling-based motion planning
algorithm [40]. However, for the distributed coverage problem,
these goals must be points that provide the maximum improve-
ment of the coverage according to the local information of the
robots. To find them, we introduce a new metric that character-
izes how profitable it is to locate a robot at a specific position,
p ∈ Q, in terms of the coverage estimated by the robots. We
call this metric Improvement Function

Mi(p, k) =

∫

Ω i (p)

Z∗ − Zi(k)
Z∗ Φ(q)αi(q,p) dq

∫

Ω i (p)
Φ(q)αi(q,p) dq

(10)

where Φ(q) ∈ (0, 1] is a weighting function to adjust the impor-
tance of covering each point. This metric computes the integral
of the normalized coverage error

(
Z∗ − Zi(k)

)
/Z∗ weighted

with the production of a robot located in p, αi(q,p), and nor-
malizes it to obtain a value independent of the production func-
tion. Note that Mi(p, k) ≤ 1 by definition. Its value is between
0 and 1 when the coverage area around the point p is slightly
covered and below zero when it is overcovered. According to
this definition, the goal of a robot at each time instant is the
point where this function reaches its maximum.

B. Distributed Partition of the Environment

The local Improvement Function (10) may not allow the
robots to find the actual maximum improvement since it only
uses a local estimation, Zi(k). Additionally, the selection of
goals in any part of the environment may lead to long and un-
necessary shifts, redundancy, or even collisions. The solution
to these problems is to assign particular regions to the robots
in which they are responsible for the coverage. This can be
achieved partitioning the environment in a distributed fashion.
In particular, we choose a distributed Voronoi tesellation. It is
a well-known technique that associates to each robot its closest
points of the environment.

The estimation of the coverage is always guaranteed to be
exact within the zero-error area of the robots when their motion
satisfies (8) and, since the size and shape of this region is con-

stant, we reduce the Voronoi region to the intersection with this
area, resulting in the r-disk Voronoi partition [41]

Vi(k) = {q ∈ Ωz
i (k) | ‖pi(k) − q‖ ≤ ‖pj (k) − q‖ ∀j 
= i}.

This region, though little conservative in some cases, presents
following advantages:

1) It has been successfully applied in solutions to the static
and dynamic coverage problems [7].

2) It prevents the robots from selecting as goals points in
which the estimation is not exact, since inside Ωz

i (k), the
estimation is always correct.

3) It overcomes the problem of long shifts, since each robot
chooses goals only in its proximity.

4) It inherently prevents collisions, since each robot has an
exclusive region.

When the motion is unrestricted a region of radius r∗z should
be used to guarantee a correct estimation inside the r-disk
Voronoi cell but depending on the parameters of the system,
r∗z and the partition might be small.

It should be noted that any other partition method such as
power diagrams [42] or K-Means clustering [43] could be used.
The partitions could also be combined with some task assign-
ment procedure [44] to consider in the problem the optimization
of some global metric, e.g., total distance traveled by the robots,
at the expense of some additional coordination. In fact, the se-
lection of the distributed partition method is independent of the
rest of the elements considered in the distributed strategy to
coordinate the robots.

C. Goal-Oriented Control

The goal-oriented control aims to direct the robots to areas
where the Improvement Function is maximized. The direction
in which each robot moves toward its goal is

ugoal
i (k) = g∗

i (k) − pi(k) (11)

where g∗
i (k) is the goal of robot i at time k.

In accordance with the Improvement Function (10), the goal
should be the point q, where it reaches its maximum value inside
the Voronoi region

g∗
i (k) = arg max

q∈V i (k)
Mi(q, k).

However, this point may not exist or may not be unique, for in-
stance, when there are several points uncovered, or may change
every iteration, leading to undesirable oscillations or cyclic be-
haviors. To cope with these problems, we maintain a list of
possible goals, Li(k), that is updated every iteration and from
which the current goal is selected.

In our solution, any goal gi ∈ Li(k) must be inside the
Voronoi partition, gi ∈ Vi(k), and must be undercovered,
Mi(gi , k) > 0. Therefore, the first step is to check if the goals
from the list of the previous iteration, gi ∈ Li(k − 1), are still
feasible, including if they have been reached

gi is feasible ⇐⇒
Mi(gi , k) > 0 ∧ gi ∈ Vi(k) ∧ ‖gi − pi(k)‖ > E (12)

where E is the distance at which a goal is considered reached.
Whenever a goal stops satisfying these criteria, it is removed
from the current list Li(k).
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Next, we define a region in which new possible goals are
searched as

Ri(k) = Vi(k) \ Ωi

(
pi(k)

)
\ Ωi(gi) (13)

that includes all points of the Voronoi region that are not in
the coverage area of the robot centered at pi(k) or at any gi ∈
Li(k). Note that in the initialization step for Li(1), the search
region is Ri(1) = Vi(1), and that each new possible goal found
in the search region meets the distance requirement

g2
i /∈ Ωi(g1

i ) (14)

with g1
i , g2

i any pair of possible goals in Li(k).
Each robot iteratively looks for new possible goals inside

Ri(k), that are global or local maxima or quasi-maxima of the
Improvement Function. The set of these points is

Pi =
{
p ∈ Ri(k) |Mi(p, k) ≥ Mi(p + ε, k)

}
(15)

which can be found using state-of-the-art methods such as pat-
tern search. Any p ∈ Pi must also satisfy Mi(p, k) > 0. Nev-
ertheless, from this set only the nearest point to the robot is
selected as a new possible goal

gi = arg min
p∈P i

(‖p − pi(k)‖). (16)

This point, gi , is the most interesting of the current search region
both in terms of the Improvement Function and in terms of the
time until it can be covered. Thus, it is appended to the current
list of goals, Li(k), and the points close to it are eliminated from
the search region to keep satisfying (14)

Ri(k) = Ri(k) \ Ωi(gi). (17)

The search is repeated until Ri(k) is empty or there are no
more points with a positive value of the Improvement Function
and eventually, each robot has an updated list of possible goals,
Li(k).

The selection of the goal to follow from this list can be done
in accordance with several criteria such as the value of the
Improvement Function, Mi(gi , k), the distance to the current
position of the robot or the distance to the neighbors. This means
that, for instance, the most profitable goal may be the one with
the highest value of Mi(q, k) or the nearest to the robot and it
is clear then that the definition of profitability of a goal depends
on the application. Therefore, the selection of the current goal
from the list can be generalized as

g∗
i (k) = arg min

gi ∈L i (k)
f(Mi(gi , k), ‖gi − pi‖, ‖gi − pj‖) (18)

where j ∈ Ni(k) and the Profitability Function f(·) represents
the profitability of a goal from the list. In particular, in this paper,
we use f(gi , k) = −Mi(gi , k). However, to give a more general
idea of this function in the simulation section, we provide a
comparison of several different alternatives.

Finally, in Algorithm 2, we summarize this method to search
for goals.

D. Local, Gradient-Based Control

The motion toward the goal aims to direct the robot to poorly
covered areas that maximize the improvement of the cover-
age. However, the path to the goal may go through well- or
overcovered areas, that can deteriorate the overall performance.
To avoid it and move across areas where the coverage level is

Algorithm 2 Selection of Goals
Require:

– Previous list of goals, Li(k − 1).
– Voronoi region of the robot, Vi(k).
– Improvement Function, Mi(q, k) ∀q ∈ Vi(k).

1: Li(k) = Li(k − 1)
2: For all gi ∈ Li(k − 1)
3: If gi is not feasible, (12),
4: Remove gi from Li(k).
5: Define search region Ri(k), (13).
6: While Ri(k) 
= ∅ and ∃p ∈ Ri(k) |Mi(p, k) > 0
7: Search for a new possible goal gi ∈ Ri(k), (15)–(16).
8: Append gi to Li(k).
9: Eliminate points near gi from Ri(k), (17).

10: Select current goal g∗
i ∈ Li(k), (18).

under the objective, we propose an additional action to maxi-
mize the improvement of the coverage in the trajectory to the
goal. For this reason, we use the gradient of the Improvement
Function with respect to the robot position

ugrad
i (k) = ∇p i

Mi

(
pi(k), k

)
=

∫

Ω i

Φ
Z∗∇p i

αi(k)A(k) dq
∫

Ω i

Φαi(k) dq

−

∫

Ω i

Φ
Z∗ − Zi(k)

Z∗ αi(k) dq
∫

Ω i

Φ∇p i
αi(k) dq

(∫

Ω i

Φαi(k) dq
)2 (19)

with

A(k) = Z∗ − dZi(k − 1) −
∑

j∈Ni (k)

αi
j (k) − 2αi(k) (20)

αi
j (k) = max

(
Zcom

j (k) − dZi(k − 1), 0
)

∀q ∈ Ωi(k). (21)

This gradient represents how the Improvement Function changes
inside the coverage area of robot i due to small variations of its
position and it gives the direction of the motion of the robot that
maximizes the increase of the improvement, i.e., the direction in
which the coverage would be most improved. A more detailed
formulation of how this gradient is obtained can be found in
Appendix G.

The use of this kind of gradient descent solution is usually
applied to centralized systems [26]. Fortunately, our distributed
estimation algorithm of Section III allows us to use the same
gradient-based controller as a centralized system to obtain the
same solution because each robot has an accurate estimation of
the global map in the area required for the computation of the
gradient.

Proposition V.1: The response of the gradient-based motion
controller from (19) is the same for our distributed system as
for a centralized system with

B(k) = Z∗ − dZ(k − 1) −
∑

j∈{1,...,N }
αj (k) − αi(k) (22)

instead of A(k) and Z(k) instead of Zi(k).
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Proof: In the first place, we demonstrate that∑
j∈Ni (k) αj (k) =

∑
j∈Ni (k) αi

j (k) ∀q ∈ Ωi(k). According
to the definition of the map-to-communicate from (2),
αj (k) = Zcom

j (k) − dZj (k − 1). Inside Ωi(k) ∩ Ωr
j (k),

Theorem IV.4 states that Zj (k) = Z(k) = Zi(k). Then

αi
j (k) = Zcom

j (k) − dZi(k − 1)

= αj (k) ∀q ∈ Ωi(k) ∩ Ωr
j (k).

In Ωi(k) \ Ωz
j (k), according to Theorem IV.7, Zj (k − 1)

≤ Z(k − 1) = Zi(k − 1). Then, we have Zcom
j (k) − dZi(k

− 1) ≤ 0 that implies αi
j (k) = 0 = αj (k), completing the first

part of the proof.
If we now introduce this result in (22) we have

B(k) = Z∗ − dZ(k − 1) −
∑

j∈Ni (k)

αi
j (k)

−
∑

j /∈Ni (k)

αj (k) − αi(k).

Since the integrals in (19) are only computed inside Ωi(k) and
in this region αj (k) = 0 ∀ j /∈ Ni(k), j 
= i, then we have∑

j /∈Ni (k) αj (k) = αi(k). Therefore

B(k) = Z∗ − dZ(k − 1) −
∑

j∈Ni (k)

αi
j (k) − 2αi(k) = A(k).

Recalling that in Ωi(k), Theorem IV.4 proves that Zi(k)
= Z(k) since Ωi(k) ⊂ Ωr

i (k), the proof is complete. �
This proposition demonstrates that with our proposal any

robot can calculate its own action using only local information
and obtain the same results as a centralized system.

E. Motion Control Law

The overall motion control law that we propose gathers both
previous actions, the local, gradient-based, ugrad

i (k), and the
goal-oriented, ugoal

i (k):

ui(k) = WL (k)umax
i (k)

WL (k)ugrad
i (k) + WG (k)ugoal

i (k)

‖WL (k)ugrad
i (k) + WG (k)ugoal

i (k)‖
(23)

where umax
i (k) is bounded by Lemma IV.3 or by umax and

ugrad
i (k) and ugoal

i (k) are the normalized directions introduced
in (19) and (11), respectively. The weight WL (k) of the gradient-
based action is also used as a gain of the maximum velocity of
the robot and is defined according to the Improvement Function
from (10)

WL (k) = 1 − max
(
Mi

(
pi(k), k

)
, 0

)

where 0 ≤ WL (k) ≤ 1. To avoid revisiting areas already well
covered, the importance of the gradient action tends to 1 when
the coverage level is near to the objective in the coverage area
of the robot. When the coverage level is poor, the local direc-
tion becomes less important since coverage is still needed. This
weight also acts as a velocity gain. When the area has a low
coverage level, it has the effect of slowing the robot down to
keep covering it and of speeding it up to quickly move to less
covered areas when its coverage level is near the objective.

The importance of the goal-oriented action is

WG (k) = Mi

(
gi(k), k

)

where 0 ≤ WG (k) ≤ 1 and gi(k) is the goal of robot i, de-
scribed in the Section V-C. This weight increases the importance
of the goal when the coverage area of the robot virtually located
there is poorly covered and, vice versa, the goal becomes less
important when it is well covered.

F. Additional Considerations

We devote this final part to present several aspects of the
motion control and the persistent coverage approach that are
worth mentioning.

First, there is no guarantee that the trajectories obtained with
the proposed motion control law are optimal and, therefore,
the coverage strategy may also be suboptimal. However, in the
simulations sections, we evaluate the performance of the system
and show the kindness of our approach.

In the second place, it is known that gradient methods may
lead to local optima and, therefore, the robots could end up stuck
in one of these minima. However, there are several features of
our approach that prevent this situation, as follow:

1) we follow goals as well as the gradient and include the
variable weights in the motion control law (23);

2) the coverage level outside the coverage area of the robots
decreases when it is not covered and, even if a robot
reaches a local minimum, the area around it will decay
and will require the robot to cover it;

3) if both weighted actions cancel out, the robot does not
move but keeps covering, making the weight of the gradi-
ent WG change and, thus, breaking the equality.

This does not imply that all the points are theoretically guar-
anteed to reach the objective even though it should happen in
practice.

Additionally, although the control law does not guarantee
collision-free motion, the Voronoi partition prevents collisions,
as mentioned earlier. Also, state-of-the-art collision avoidance
methods such as potential fields can be incorporated into the
system and used if the gradient term dominates the motion.

Finally, the discrete-time formulation of the problem requires
the frequency of the estimation to be sufficiently high w.r.t.
the maximum velocity and the coverage radius of the robots
to avoid discretization problems. Since the actual production
is continuous, the estimation must be run fast enough not to
miss sensible information between two consecutive estimation
instants. The goal selection and motion control do not need to
be run as fast as the estimation. In fact, there must be a tradeoff
between the quality of the solution and the computational cost
in the sense that the more frequent the calculation is carried
out, the better the final coverage is obtained but the higher
computational cost is incurred. Regarding the order, the goal
selection and motion step should follow the estimation step in
order to calculate the actions with the latest information.

VI. SIMULATIONS

Eventually, we present simulation results for the proposed
solution to the persistent coverage problem. At the beginning,
we show the behavior of the entire system using an illustrative
example. Afterward, we provide an exhaustive evaluation of
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Fig. 3. Example of simulation: coverage map with the coverage areas of the robots (magenta circumferences) and their motion control actions for three different
instants. Red lines represent the goal-oriented term, WG (k)ugoal

i (k), magnified by 2.5 and point to the goals that are represent by red asterisks. Green lines

represent the gradient-based term, WL (k)ugrad
i (k), magnified by 2.5. The resulting action is represented in white. Green circumferences in (b) represent the

zero-error areas of the robots and the thickest white lines, the Voronoi partition of the environment.

the local map updating strategy, the proposed alternatives to
the Profitability Function, the control of the motion of the robots
and the whole approach to the problem using a Monte Carlo
analysis.

The reference settings that we have used in these simula-
tions are the following. The environment Q is a rectangle of
100 × 150 units with a decay rate d = 0.995 and the desired
coverage level is Z∗ = 100 for every point. The team consists
of N = 6 robots, whose maximum motion is umax = 5. The
production function is equal to

αi(k) =
P

rcov
i

2 (r − rcov
i )2 , if r = ‖pi(k) − q‖ ≤ rcov

i

and αi(k) = 0, otherwise. The maximum value is P = 25 and
the coverage radius, rcov

i = 10 units. The communication radius
is rcom = 120, that clearly satisfies Assumption III.1. Note that
in a real-world environment, these parameters are fixed by the
application and by the specific robots used. Thus, for the sim-
ulation, the selection is arbitrary. In particular, we select the
number of robots that is able to produce more coverage than the
total decay of the environment when it is at the desired level,
i.e., we use the minimum number of robots that satisfy

∫

Q

∑

i∈{1,...,N }
αi(k)dq >

∫

Q
(1 − d)Z∗dq.

Although this is a sufficient condition for the robots to be able
to reach the desired coverage level, it is not a requirement of
the algorithm. If less robots were deployed, they would try to
keep the average coverage level as high as possible. Also note
that, without loss of generality, we use the same coverage radius
and the same coverage function for all the robots although they
could be different [26] without modifying the global behavior of
the system. In addition, we define the quadratic coverage error

ε̃(k) =
∫

Q

(
Z∗ − Z(k)

)2 dq

that is an interesting metric to evaluate the performance.
The simulations are implemented in MATLAB, run on a lap-

top with an Intel Core i7 and the average iteration time for these
settings is around 80 ms.

Fig. 4. Evolution of the weights of the actions WL and WG for one of the
robots.

A. Illustrative Example

This section presents an illustrative example of the simula-
tions with the reference settings. In Fig. 3, we depict the cover-
age map with the coverage areas of the robots and their motion
control actions (23) for three different instants. The average cov-
erage level reached is 96.4 with a standard deviation of 21.3 that
is, at most, 30 in the transient state. This supports that, although
it is not theoretically guaranteed, most of the points reach the
desired level at some time and also an average level near the
objective is maintained over time.

Fig. 3(a) shows that, in the beginning, there is almost no
movement since the environment is uncovered and the weight
WL , that is the velocity gain, is small. At this time, the goal-
oriented term, WG (k)ugoal

i (k), prevails. When the environment
starts to be covered, the combination of both terms drives the
robots [see Fig. 3(b)]. In the end, when all the environment is
covered, the term that has more influence is the gradient-based,
WL (k)ugrad

i (k), since there are few uncovered areas that are
worth visiting [see Fig. 3(c)]. In Fig. 4, the weight of each
action is depicted for one of the robots. It confirms that the
goal-oriented term is more important in the transient, while it
is the gradient in the steady state and that the velocity gain WL

progressively increases with the coverage.
The trajectories for the first 200 instants of this simulation

are shown in Fig. 5. At start, the robots focus on their particular
regions for three reasons:

1) they follow the goals from the initial list, that belong
to the same region and all are poorly covered;

2) the goal term is more important in the control law; and
3) they move slowly since the velocity gain, WL (k), is small

due to the low coverage of the environment.
As the algorithm proceed, the gradient term dominates the

motion and the velocity is higher making the covered regions of
the robots overlap more and more. It is worth mentioning that
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Fig. 5. Trajectories followed by the six robots during the first 200 iterations.
Initial positions are represented with stars and final positions with squares.

Fig. 6. Evolution of the maximum estimation error of the network.

for these settings, and in particular for this number of robots
and communication radius, the network did not become discon-
nected in any of the carried-out simulations.

In Theorem IV.7, we state that the estimation error is bounded
by (9). If we calculate the maximum estimation error of the net-
work for this example, the maximum value reached is 25.1, as
can be seen in Fig. 6. This error is lower than the value of our
upper bound that is 740.7. Although the theoretical bound is
loose, it shows that the estimation error does not go to infinity
and remains bounded. In practice, it can be seen that the esti-
mation error is much lower and that the algorithm works even
better than theoretically predicted. The minimum value of the
estimation error is always 0 which also confirm the lower bound
in (9).

Now, we focus in the characterization of the estimation. In
Theorem IV.4, we state that the estimation is perfect inside the
reachable area of each robot when the motion action satisfies (8)
and in Theorem IV.6, the area in which there is no estimation
error when no restriction is applied to the motion.

To check that these statements hold, we use the minimum
distance to an estimation error between all the robots (MDE).
This distance is the shortest Euclidean distance from a robot
to the points in which it has an estimation error, i.e., where
Zi(k) 
= Z(k)

MDE(k) = min
i,q

(
‖q − pi‖ |Zi(q, k) 
= Z(q, k)

)
.

In Fig. 7, we depict the MDE in each iteration. When the
motion satisfies (8) [see Fig. 7(a)], the MDE is always greater
than the radius of the reachable area (red line) and, thus, comply
with Theorem IV.4. It is also greater than the radius of the zero-
error area (green dash-dotted line) that has a constant value.
On the other hand, when there is no restriction to the motion,
Fig. 7(b) shows that MDE is greater than r∗z = 85 (red line) as
asserted in Theorem IV.6. In fact, although it is not theoretically
guaranteed, it can be seen that most of the time the estimation
is correct in an area with the same radius as the zero-error area,
i.e., MDE greater than 110, and even in a bigger region. This is
an advantage since the velocity restriction from (8) cannot be

Fig. 7. Evolution of the MDE. (a) Motion satisfies Equation (8). (b) No
restriction to the motion.

Fig. 8. Movement of a robot. The blue line represents the desired movement
of the robot and the red line, the maximum movement allowed by Lemma IV.3.

calculated in a distributed scenario and allows us to omit it in
a real-world application. Note that the MDE is not depicted in
the iterations in which all the robots have a perfect estimation.

If we test the restriction in terms of the motion of the robots,
this example shows that, in practice, it is not very limiting.
Fig. 8 shows the maximum allowed movement in the calculated
direction at each iteration for a robot. It can be seen that the
desired movement is under the maximum allowed in most cases.

B. Local Estimation of the Coverage

In order to perform a thorough validation, all the analyses
that we present in the following sections have been developed
through a Monte Carlo analysis. This analysis includes 20 runs
of the simulations from 20 different initial positions.

First, we study the influence of the parameters of the system in
our local map updating strategy from Algorithm 1. In particular,
we evaluate the influence of varying the decay, d, the number
of robots, N , the communication radius, rcom, the maximum
value of the production, P , and the coverage radius, rcov, with
respect to the reference settings. To do so, we synthesize the
two measurements introduced in the example: we calculate the
maximum estimation error and the minimum MDE over all the
runs and average both over time. We call them εmax and MDE,
respectively. In Table I, the results of this study are summarized
and the conclusions from them are as follows:

1) The variation of the decay has a small influence on εmax .
This error is around the value of P which means two
things: few overlaps take place outside the zero-error area
of the robot and the production of the non-neighbors need
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TABLE I
MAXIMUM ESTIMATION ERROR, εm ax , AND MINIMUM DISTANCE TO AN

ESTIMATION ERROR, MDE.

d 0.991 0.993 0.995 0.997
εm a x 25.3 25.4 25.8 26.2
MDE 111.3 111.2 111.2 111.3

N 4 6 8 12 16
εm a x 25.2 25.8 26.3 29.5 31.8
MDE 112.6 111.2 110.8 110.5 110.4

rcom 80 100 120 140 160
εm a x 42.6 32.7 25.8 22.4 4.1
MDE 70.5 90.8 111.2 132.4 153.8

P 15 20 25 30 35
εm a x 15.1 20.3 25.8 31.7 36.6
MDE 111.2 111.3 111.2 111.1 111.2

rcov 5 10 15 20
εm a x 25.1 25.8 28.0 31.4
MDE 116.6 111.2 106.1 101.1

Fig. 9. Evolution of the estimation with the communication radius.

only one instant to reach the robot. In these conditions,
the decay does not play an important role. In addition, the
decay does not influence the MDE since it only modifies
the coverage level. Further tests showed that both con-
clusions are valid for even larger variations of the decay
rate.

2) An increase in the number of robots makes εmax increase
because the number of overlappings rises. On the con-
trary, it makes the MDE decrease because it is more likely
that a robot appears on the limit of the zero-error area.
Nevertheless, the influence of this parameter is small in
both measurements.

3) The communication radius is the parameter with the
biggest influence in the estimation. For this reason,
we represent the evolution of the two measurements
in Fig. 9. It can be seen that εmax decreases when the
communication radius increases. This happens because
a larger radius implies that more robots are in direct
communication, reducing the error drastically. On the
contrary, the MDE increases with the communication
radius, since the production of the robots that are in direct
communication does not induce an estimation error.

4) The influence of the maximum production is very impor-
tant since it directly modifies the estimation error. How-
ever, as well as the decay, it has no effect in the distance
to the error.

5) The coverage radius makes εmax increase since the bigger
the radius is, the more overlappings occur. The MDE de-
creases with this radius. If two robots are not neighbors, a

Fig. 10. Average standard deviation of the coverage level for the different
Profitability Functions and additional selection methods.

larger coverage radius makes the MDE that they produce
on each other shorter.

Although it cannot be shown graphically for all the trials, it
should be noted that both the boundedness of the estimation
error and the correct estimation in the characterized areas held
at all times for all the simulations that we have carried out.

C. Profitability Function

As mentioned in Section V-C, the Profitability Function, f(·),
that allows the selection of the current goal from the list can be
defined in a different manner depending on the application. In
this section, we compare several different alternatives to see the
influence that they have in the global behavior of the system. The
first one selects the point with the best value of the Improvement
Function, f1(g, k) = −Mi(g, k). The second one is based on
the minimum distance to the objectives, in which we want to
reduce the overall motion, f2(g, k) = ‖g − pi(k)‖. In the third
place, we weight the previous two, varying the importance of
the Improvement Function and the distance

f3(g, k) = −0.7Mi

(
g, k

)
+ 0.3 ‖g − pi(k)‖

f4(g, k) = −0.5Mi

(
g, k

)
+ 0.5 ‖g − pi(k)‖

f5(g, k) = −0.3Mi

(
g, k

)
+ 0.7 ‖g − pi(k)‖.

We also include in the comparison other selection methods that
may not work properly, to have a better idea of the performance
of all of them. The sixth alternative is to select the goal with
the lowest value of the Improvement Function, i.e., the point of
the list that causes the smallest improvement of the coverage,
f6(g, k) = Mi(g, k). Additionally, we use a random selection
of the goal from the list and we refer to it as f7(g, k). Finally,
we also compare these methods with a random selection of the
goal in the Voronoi region of the robot. Instead of constructing
a list of goals, we directly select a random point of the region
as the goal to follow. We refer to this as f8(g, k).

From the simulations of these eight alternatives with the ref-
erence settings, we obtained the following results. First, we find
that the standard deviation of the coverage level averaged over
the runs is very significant to compare the options as can be
seen in Fig. 10. The average coverage level is the same in all
the cases since the production of the robot does not change,
but the standard deviation gives an idea of how homogeneous
is the coverage of the environment. The figure shows that the
lowest deviation is achieved with f1 , f3 , f4 , and f5 , i.e., with
the Profitability Functions that look for the goal with the maxi-
mum value of the improvement. These selections lead to a more
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Fig. 11. Evolution of the weights for the different Profitability Functions.

homogeneous coverage of the environment than the others in
the transient state.

The Profitability Functions that look for the worst covered
areas select goals that produce high values of WG and not only
direct the robots to the most profitable areas but also give more
importance to the goal-oriented term in the control law. On the
contrary, if the improvement of the selected goals is really low,
as for f6 or f8 , WG tends to zero. In that case, the gradient term
dominates the motion and the results tend to be similar to the
ones obtained only with the gradient term. This is the reason why
the performance differences between so different Profitability
Functions are not larger and why all of them converge to the
same standard deviation in the steady state, because eventually
the gradient term dominates the motion.

Fig. 11 shows the average weights for the eight Profitability
Functions. It can be seen in Fig. 11(a) that the gradient weight
is very similar for all of them except for those based upon the
Improvement Function in the first 100 iterations. In the end, the
weight of the gradient is almost 1 in all cases, supporting that
all the alternatives converge to the same value of the standard
deviation. However, the most important result is the influence
of the Profitability Function in WG , shown in Fig. 11(b). The
chosen function clearly determines which term is more impor-
tant in the control action in the transient: the goal-oriented term
dominates in the beginning for f1 , f3 , f4 , and f5 but for f6 , the
gradient rules the motion from the start. This is the reason why
f1 or f3 give much better results than the other alternatives in
the transient state.

Additionally, Fig. 11(a) gives an idea of the distances traveled
by the robots since WL acts as a velocity and the total traveled
distance is proportional to the integral of WL over time. Intu-
itively, f2 should lead to the shortest distance but in practice it
does not because the nearest goals may not be the most profitable
and then the robots move faster and travel more distance.

Fig. 12. Relative quadratic coverage error with respect to f1 for the different
Profitability Functions and additional selection methods.

TABLE II
RELATIVE COVERAGE ERROR WITH RESPECT TO f1 AVERAGED OVER TIME

f1 f2 f3 f4 f5 f6 f7 f8

0% 10.1% 0.5% 1.7% 3.1% 9.2% 8.0% 9.1%

Fig. 13. Average standard deviation of the coverage level for the different
motion control laws.

Finally, we compare the performance of the alternatives using
the quadratic coverage error of the system, ε̃(k). Upon this
metric, we compute the relative coverage error as the quadratic
coverage error of each alternative relative to the best one. In
this case, we calculate

(
ε̃(k) − ε̃f1 (k)

)
/ε̃f1 (k), where ε̃f1 (k)

is the quadratic coverage error obtained with f1 , so as to obtain
a representative measure in percentage for each alternative (see
Fig. 12). It shows that the Profitability Functions that are not
built upon the Improvement Function perform up to 20% worse.

If we average these relative errors over time (see Table II),
we can have a single measure of the differences that the se-
lection methods cause on the performance of the system. The
conclusion from these results is that, although the Profitabil-
ity Function is important conceptually, using a criterion that is
based on the maximum Improvement Function of the coverage,
such as f1 or f3 , leads to a coverage around a 10% better than
using any other selection that does not take it into account.

D. Motion Control

In the third place, we provide results regarding the control
of the motion of the robots. To evaluate the influence of the
restriction from (8) in terms of the motion of the robots, we
ran a Monte Carlo simulation with the reference settings and
concluded that, in practice, this restriction in the motion is not
very limiting. In 20 runs of 600 iterations, it was only applied
in the 6.4% of the cases and caused an average reduction of the
motion of the 54.0%.

Next, we compare our motion control law with the perfor-
mance of the gradient-term and the goal-oriented term, sep-
arately. In Fig. 13, it can be seen that the average standard
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Fig. 14. Relative quadratic coverage error with respect to (23) for the different
motion control laws.

TABLE III
RELATIVE COVERAGE ERROR WITH RESPECT TO (23) AVERAGED OVER TIME

Gradient and Goals Gradient Goals

0% 7.5% 73.4%

deviation of the coverage level is greater when only one of
the terms of the control law is used. This means that our motion
control law produces a more homogeneous coverage in the envi-
ronment. It is also remarkable that, in the steady state, the control
using only the goal-oriented term has a much higher deviation.
This happens when the environment is already well covered
because the straight path to the objective produces overcovered
regions. On the contrary, the behavior of the gradient-term sepa-
rately is very similar to the entire law because this term prevails
over the goal oriented.

We also represent the quadratic coverage error of each term
separately relative to the quadratic coverage error obtained with
our motion control law,

(
ε̃(k) − ε̃ui

(k)
)
/ε̃ui

(k), in Fig. 14. It
shows that the goal-oriented term alone also produces a great
increment of the coverage error at the end of the simulations
while the gradient term does not.

Table III demonstrates that, on average, the coverage with our
motion control law performs 7.5% better than only the gradient-
based term and 73.4% better than only the goal-oriented term.

E. Global Performance Analysis

In this final part, we provide simulation results on the perfor-
mance of our entire approach to the persistent coverage problem,
which comprises of the estimation algorithm and the motion
control. Specifically, we study the influence of the parameters
of the system in the quadratic coverage error of the steady state,
calculated for k = 600, and in the standard deviation of the
coverage level.

In Fig. 15, we present the evolution of the quadratic cover-
age error of the steady state averaged over the runs for different
values of the parameters. It can be seen that, in terms of this cov-
erage error, there is an optimum value for each parameter when
all the others are fixed and, when a different value is applied, the
coverage error of the steady state is higher. The reason is that
higher values of the parameters increase the production of the
system or decrease the deterioration of the coverage, leading to
a coverage level of the environment greater than the objective.
Similarly, lower values lead to an undercovered environment.
In both cases, the quadratic coverage error is higher than in a
well-covered environment according to its definition.

Fig. 15. Evolution of the average quadratic coverage error of the steady state
for different values of the parameters. (a) d = 0.991, 0.993, 0.995, 0.997.
(b) N = 4, 6, 8, 12, 16. (c) P = 15, 20, 25, 30, 35. (d) rcov = 5, 10, 15, 20.

TABLE IV
AVERAGE COVERAGE LEVEL OF THE STEADY STATE

d 0.991 0.993 0.995 0.997
Z 56.9 72.0 96.4 140.5

N 4 6 8 12 16
Z 65.1 96.4 127.8 190.7 253.6

P 15 20 25 30 35
Z 58.6 77.5 96.4 115.4 134.6

rcov 5 10 15 20
Z 25.0 96.4 212.1 368.4

These results are supported by the specific values of the av-
erage coverage level of the steady state, gathered in Table IV.
Since the robots are capable of increasing the coverage level,
the average level of the environment increases with the number
of robots, the maximum value of the production, P , and the
coverage radius. Moreover, since higher values of the d pro-
duce lower decreases on the coverage level, the evolution with
respect to this parameter is the same. An uncertainty on the value
of the decay might lead to under or overcovering the points of
the environment. In particular, it would lead to a certain value
in Fig. 15(a) different from the actual value.

Note that we do not show the evolution with the communica-
tion radius since it is negligible. This happens due to the size of
the Voronoi region with respect to the zero-error area and to the
selection of the goals near the robot, as can be seen in Fig. 3(b).

We also evaluate the influence of all the parameters in the
standard deviation of the coverage level. Fig. 16 shows the
average standard deviation for each value of the parameters.
We can draw the following conclusions:

1) Low values of the decay present a similar behavior, espe-
cially in the steady state. Only the greatest value shows
a greater standard deviation for the transient and the sta-
tionary [see Fig. 16(a)].

2) The influence of the number of robot in the transient is
rather complex [see Fig. 16(b)]. However, in the end, the
more robots are used, the higher the standard deviation.

3) An increase in the maximum production makes the stan-
dard deviation of the coverage level also increase, since
the increment of the coverage level at each time is higher
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Fig. 16. Evolution of the average standard deviation of the coverage level for
different values of the parameters. (a) d = 0.991, 0.993, 0.995, 0.997. (b) N =
4, 6, 8, 12, 16. (c) P = 15, 20, 25, 30, 35. (d) rcov = 5, 10, 15, 20.

and, therefore, the value of the most covered points with
respect to the least covered ones [see Fig. 16(c)].

4) The deviation of the coverage level responds to the vari-
ation of the coverage radius in the same way as to P
[see Fig. 16(d)] and this parameter is again the one that
produces the greatest variation.

Although, in most cases, the lowest value of each parameter
leads to the lowest deviation, it is essential that the environment
reaches the objective and, thus, the average coverage level of the
environment from Table IV must be taken into account. It can
be seen that the coverage level increases with all the parameters
and that the optimal value according to this criterion is the same
as for the coverage error.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have presented a distributed approach to the
persistent coverage problem with a group of mobile robots. We
have formulated the problem in discrete time to deal with the
discrete nature of the communications in a distributed system.
We have presented an algorithm to obtain an estimation of the
global coverage map with only local information received from
neighboring robots. This algorithm has proven to be accurate

when calculating the estimation. We have introduced a motion
control law that drives the robots to poorly covered areas while
moving in the direction of the maximum improvement. The first
part is achieved by following goals that are selected inside the
Voronoi regions to avoid conflicts between robots. The second
part is achieved using the local gradient of the Improvement
Function. Finally, we have carried out different simulations to
validate the proposed contributions and to evaluate the perfor-
mance of the system.

APPENDIX A
PROOF OF LEMMA IV.1

In this proof, all the areas refer to time k unless it is ex-
plicitly stated, for instance, Ωz

i ≡ Ωz
i (k) and also Ni ≡ Ni(k).

In the first place, we prove the upper bound of the estimation.
Following the principle of induction:

1) Consider Zi(0) ≤ Z(0) from Assumption III.2.
2) Assume as an induction hypothesis that Zi(k − 1)

≤ Z(k − 1), ∀q ∈ Q, i ∈ {1, . . . , N}.
3) We split the environment into two areas in accordance to

the estimation algorithm. If a point q ∈ Ωi , the update from (2),
(3a), (5) and Assumption III.1 is

Zi(k) = dZi(k − 1) + αi(k)

+
∑

j∈Ni

max
(
dZj (k − 1) + αj (k) − dZi(k − 1), 0

)

where, according to the hypothesis of this lemma (7) and the
induction hypothesis

0 ≤ max
(
dZj (k − 1) + αj (k) − dZi(k − 1), 0

)
≤ αj (k).

Therefore, we have

Zi(k) ≤ dZi(k − 1) + αi(k) +
∑

j∈Ni

αj (k) ≤ Z(k).

In the second area, i.e., if q /∈ Ωi , the update from (2), (3b),
and (5) is

Zi(k) = max
j∈Ni

(
dZi(k − 1), dZj (k − 1) + αj (k)

)

− max
j∈Ni

βj (k) +
∑

j∈Ni

βj (k) (24)

where the first term

max
j∈Ni

(
dZi(k − 1), dZj (k − 1) + αj (k)

)

≤ dZ(k − 1) + max
j∈Ni

αj (k).

If such q ∈ Ωo
j , that is, βj (k) > 0, then maxj∈Ni

αj (k)
= maxj∈Ni

βj (k),
∑

j∈Ni
βj (k) =

∑
j∈Ni

αj (k) and (24)
becomes

Zi(k) ≤ dZ(k − 1) +
∑

j∈Ni

αj (k) ≤ Z(k). (25)

Finally, if such q /∈ Ωo
j , there exists no βj (k), (24) becomes

Zi(k) ≤ dZ(k − 1) + max
j∈Ni

αj (k) ≤ Z(k)

and the first result is proven.
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For the second result of this lemma an analogous demonstra-
tion can be developed splitting the environment into Ωi and the
rest of the zero-error area, Ωz

i \ Ωi , particularizing each region
for q ∈ Ωj and q /∈ Ωj , and applying the hypothesis and the
first result of this lemma. �

APPENDIX B
PROOF OF LEMMA IV.2

Let q ∈ Q be a point such that, for at least one robot, j1 ,
αj1 (k − N + 1) > 0. In such case q ∈ Ωr

j1
(k − N), by as-

sumption of this lemma Zj1 (k − N) = Z(k − N) and from
Lemma IV.1, Zj1 (k − N + 1) = Z(k − N + 1). In the fol-
lowing iterations, according to the property of the estimation
from (6), it is clear that

Zj1 (k − N + 1 + �) ≥ d�−1Z(k − N + 1)

= d�Z(k − N) + d�−1α(k − N + 1) (26)

with � ∈ {1, . . . , N − 1}, implying that any possible error in the
estimation of j1 is not due to the productions at time k − N + 1.

In the next iteration, k − N + 2, for any neighbor of j1 , say
j2 , it can happen that q ∈ Ωr

j2
(k − N + 1) or not. If q /∈ Ωj2

(k − N + 2), from (3b) and (5)

Zj2 (k − N + 2)

= max
m 2

(dZj2 (k − N + 1), Zcom
m 2

(k − N + 2))

+
∑

m 2

βm 2 (k − N + 2) − max
m 2

(
βm 2 (k − N + 2)

)

≥ dZj1 (k − N + 1) ≥ d2Z(k − N) + dα(k − N + 1)

with m2 ∈ Nj2 (k − N + 2). On the other hand, if q ∈ Ωj2 (k
− N + 2), the update from (3a) and (5) results in

Zj2 (k − N + 2)

≥ dZj2 (k − N + 1) + αj2 (k − N + 2)

+ max
(
dZj1 (k − N + 1) + αj1 (k − N + 2)

− dZj2 (k − N + 1), 0
)

≥ dZj1 (k − N + 1) ≥ d2Z(k − N) + dα(k − N + 1).

Thus, j2 has no estimation error at time k − N + 2 caused
by α(k − N + 1). Additionally, using the same argument as
in (26), it is clear that any error in j2 in the following iterations
is not due to α(k − N + 1).

A similar reasoning can be developed at time k − N + 3
for neighbors of j1 or j2 and, consequently, in at most N − 1
iterations, the same result can be obtained for all the robots
of the network. Therefore, the estimation of any robot of the
network at time k includes at least the productions of the robots
at time k − (N − 1) and the proof is complete. �

APPENDIX C
PROOF OF LEMMA IV.3

Since ρi(k) is the minimum distance from the current position
of robot i to any of the last N − 1 positions of other robots j
that are not neighbors of i at iteration k, then αj (�) = 0 for all
q ∈ Ωρ

i (k) and � = {k − N + 1, . . . , k}.
Therefore, we need to demonstrate that Ωr

i (k) ⊆ Ωρ
i (k). This

happens if the radius of Ωr
i (k) is smaller than the radius of

Ωρ
i (k), that is, rcom − rcov

max + umax
i (k) ≤ ρi(k) − rcov

max , which
is true if (8) holds. �

APPENDIX D
PROOF OF THEOREM IV.4

Following the principle of induction:
1) Consider Zi(0) = Z(0) from Assumption III.2.
2) Assume as an induction hypothesis that Zi(k − 1)

= Z(k − 1) ∀q ∈ Ωr
i (k − 1).

3) Using Lemma IV.1 and the induction hypothesis, we have
Zi(k) = Z(k) in Ωz

i (k). Then, for those areas of Ωr
i (k) that

intersect with Ωz
i (k), the result is proven.

We now focus on demonstrating that the same holds for any
point q ∈ Ωr

i (k) \ Ωz
i (k). Lemma IV.2 demonstrates that the

production of the robots before or at time k − N + 1 induces
no error in Zi(k) and Lemma IV.3 guarantees that αm (�) = 0 in
Ωr

i (k) for all � ∈ {k − N + 1, . . . , k}, m /∈ Ni(k). Therefore,
only the production after k − N + 1 of the current neighbors of
robot i can cause an error on Zi(k) within Ωr

i (k) \ Ωz
i (k). For

any point of this region, the updating law from (2), (3b), and (5)
is (24).

If there exists some neighbor j such that q ∈ Ωz
j (k), then

Zj (k) = Z(k) and the first term of (24) becomes dZ(k − 1)
− maxj∈Ni (k) αj (k). Since αi(k) = 0 and maxj∈Ni (k) αj (k)
= maxj∈Ni (k) βj (k), then Zi(k) = Z(k) in

(
Ωr

i (k) \
Ωz

i (k)
)
∪ Ωz

j (k).
On the other hand, if there is no neighbor j such that q ∈

Ωz
j (k), i.e., αj (k) = 0 for all j ∈ V in q, then (24) results in

Zi(k) = maxj∈Ni (k)∪i dZj (k − 1).
Repeating the same procedure for time k − 1, if q ∈

Ωz
j (k − 1) for any j ∈ {Ni(k), i}, then Zj (k − 1) = Z(k − 1)

which implies that Zi(k) = dZ(k − 1) = Z(k). If q /∈ Ωz
j (k

− 1), then we can repeat recursively until k − (N − 1). If q /∈
Ωz

j (�) with � ∈ {k − N + 1, . . . , k − 1}, then, according to
Lemma IV.2, Zi(k) = dN Z(k − N) + dN −1α

(
k − (N − 1)

)

= Z(k), completing the proof. �

APPENDIX E
PROOF OF THEOREM IV.6

According to Lemma IV.2, whose hypothesis is confirmed
by Theorem IV.4, the production of the robots from N − 1 or
more instants before does not induce an error. Therefore, it
is guaranteed that the robot does not have an estimation er-
ror in an area around it if it is not capable of reaching the
production of non-neighbors in less than N − 1 iterations. Ac-
cording to Assumption III.1, in the worst case, the produc-
tion of a non-neighbor is at a distance of rcom − rcov

max . Ad-
ditionally, a robot can move at most (N − 1)umax units in
N − 1 instants. Therefore, the radius of the area around the
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robot that cannot reach the previous productions of a non-
neighbor is r∗z = rcom − rcov

max − (N − 1)umax and the proof is
complete. �

APPENDIX F
PROOF OF THEOREM IV.7

The lower bound is proven in Lemma IV.1, whose hypoth-
esis is confirmed by Theorem IV.4. We prove here the upper
bound. As we mentioned, the error of the local estimation, εest

= Z(k) − Zi(k), is caused by the lack of communication be-
tween all robots of the network. In fact, the more non-neighbors
of robot i overlap between them, the higher this error is for robot
i at each time instant. Consequently, we can formulate the max-
imum error produced at a particular time instant as e = Pno

where 0 < no ≤ N − 1 is the number of overlapping robots
outside the communication area of any other robot. In the worst
case scenario, this error is repeated every time instant and added
to the previous ones that have decayed over time. Therefore, we
have εest = e + de + d2e + · · · + dδ−1e = e(1 − dδ )/(1 − d),
where δ − 1 represents the number of iterations until the robot
receives the information and its value depends on no . How-
ever, as introduced for Lemma IV.2, the maximum is N − 1 in-
stants, i.e., δ − 1 ≤ N − 1, and only the errors of the last N − 1
iterations have to be added. Thus

εest = Pno
1 − dδ

1 − d
≤ P (N − 1)

1 − dN

1 − d

and the desired result is proven. �

APPENDIX G
FORMULATION OF THE GRADIENT

In this appendix, we omit the dependencies with q for
simplicity and we use pi ≡ pi(k) and Ωi ≡ Ωi(pi). Equa-
tion (19) comes from the derivation of the Improvement Function
from (10) particularized for the position of the robot, pi(k). To
obtain (19), first we derive the quotient in (10)

∇p i
Mi(pi , k) =

∇p i
B1 · B2 − B1 · ∇p i

B2

B2
2

(27)

with

B1(k) =
∫

Ω i

Z∗ − Zi

Z∗ Φαi(k) dq, B2(k) =
∫

Ω i

Φαi(k) dq.

From the estimation algorithm in (2), (3a), and (5) and (21),
we have

Zi(k) = dZi(k − 1) + αi(k) +
∑

j∈Ni

αi
j (k) ∀q ∈ Ωi

and applying the Leibniz integral rule to the term ∇p i
B1 , we

obtain

∇p i
B1 =

∫

Ω i

Φ
Z∗∇p i

(
Z∗αi(pi)

−
(
dZi(k − 1) + αi(pi) +

∑

j∈Ni

αi
j (k)

)
αi(pi)

)
dq

=
∫

Ω i

Φ
Z∗∇p i

αi(pi)
(
Z∗ − dZi(k − 1)

−
∑

j∈Ni

αi
j (k) − 2αi(pi)

)
dq. (28)

On the other hand, we have ∇p i
B2 =

∫
Ω i

Φ∇p i
αi(pi) dq.

Introducing this equation and (28) in (27) and denoting by A(k)
the expression in (20), the gradient of the Improvement Function
results in (19). �
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